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Introduction



Confirmatory Factor Analysis

Suppose y1, y2, ..., yn are independent random observations, and

each yi = (yi1, yi2, ..., yip)
T satisfies the following factor analysis

model:

yi = µ+ Λωi + εi, i = 1, 2, ..., n, (1)

• µ : p× 1 vector of intercepts.

• Λ : p× q factor loading matrix, reflects the relation of

observed variables in yi with the q × 1 latent factors in ωi.

• ωi ∼ N [0,Φ].

• εi : p× 1 random vector of measurement errors, ∼ N [0,Ψ],

independent of ωi.
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Post-hoc Model Modification

The theory being tested simply does not fit the data well:

• violation of local independence (residual correlations)

• missing cross loadings

Modification Index (Sörbom, 1989)

• the use of modification indexes can be easily influenced by the

researchers’ subjective choices.

• over-fitting problem.

• parameters must be modified sequentially, causes difficulties in

finding the global optimal model (Chou & Bentler, 1990).

• there is no guarantee that the modified covariance matrix is

positive definite.
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Bayesian SEM (Van de Schoot et al., 2017)
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Bayesian CFA (Muthén & Asparouhov, 2012)

Relax the strict constraints in traditional CFA using small variance

priors

• Cross-loadings: zero mean, small variance prior (e.g.,

N [0, 0.01]).

• Residual covariances: inverse-Wishart prior (IW (I, df) with

df = p+ 6, p = number of items, gives a prior standard

deviation of 0.1)
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Bayesian CFA: Lasso Prior

Pan, Ip, and Dubé (2017) proposed a Bayesian Lasso method for

deriving a sparse positive definite residual covariance matrix.

The method shrinks weak residual correlations toward zero and

detects significant residual correlations simultaneously.

Independent exponential priors and double exponential priors can

be assigned for the residual variances and covariances respectively

to perform Lasso regularization.
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Bayesian CFA: Lasso Prior

• Detects all the significant residual covariances in one

estimation, thus, circumvents the problem of having to handle

correlated residual terms sequentially.

• Achieves model parsimony as well as an identifiable model.

• The detection of significant residual covariances can reduce

the bias in structural estimates.
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Extension of Bayesian Covariance Lasso CFA

Chen, Guo, Zhang and Pan (2020) recently extended the lasso

regularization to the loading matrix Λ.

With at least one specified loading per item, a one-step procedure

can be applied to figure out both structures Λ,Ψ simultaneously.

The performance of the proposed Bayesian Lasso in estimating the

loadings was better than that of ridge priors in terms of BIAS and

RMSE.
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R Package: BLCFA

To make use of the advantages of Bayesian Lasso CFA in detecting

residual covariances and cross-loadings, we propose a two-steps

method for model modifications:

• (1) detect significant cross-loadings and/or residual

covariances different from zero by Bayesian Lasso CFA;

• (2.1) free the identified significant parameters;

• (2.2) automatically feed the output from (2.1) into Mplus to

obtain an appropriately modified CFA model using Maximum

likelihood (ML) estimator or Bayesian estimation.

We built an R package named ’blcfa’ to facilitate the application

of this method.
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Example



Example

Detailed Illustration: https://github.com/zhanglj37/blcfa

Installation

install.packages(”devtools”)

library(devtools)

install github(”zhanglj37/blcfa”)
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Detect Cross-loadings and Residual Covariances

Social Support Scale, 5-points Likert scale, 17 items, three factors
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Example

Function:

blcfa(filename, varnames, usevar, IDY, estimation = ’Bayes’, ms =

-9)

# estimation ( = ’ML’ / ’Bayes’, the default value is ’Bayes’)

# ms represents missing value

After running this function:

The program is running. See ’log.txt’ for details.

Gibbs sampling ended up, specific results are being calculated.

(’log.txt’ records the process of parallel computing of two MCMC

chains)
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Convergence: Estimated Potential Scale Reduction Value
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Results
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Simulation Study



Simulation Study

To demonstrate the validity of the proposed method and compare

it with the post-hoc model modification method.

• factor loadings: 0.5, 0.8

• factor correlation: 0.3, 0.7

• residual correlations (ψ16, ψ27): 0.0, 0.3 and 0.7

• sample size: 200, 500

• Estimator: Bayesian Lasso + ML VS ML + Post-hoc model

modification
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Results: Post-hoc model modification
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Results: BLCFA
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Results: Estimates
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Discussion



Discussion

• We proposed a two-steps method for detecting significant

residual covariances and cross-loadings in one estimation.

• Acceptable power except for the conditions when the sample

size and residual correlations / cross-loadings are small.

• By re-analyzing the model with significant residual

correlations in Mplus, the advantages of Bayesian Lasso CFA

can be extended to complex models.
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Discussion

• The Bayesian Lasso CFA method also circumvents the

limitations of post-hoc model modifications.

• Simulation results showed that the proposed method

performed better in terms of Type I error rates and the

percentage of positive definite covariance matrix.

• This method can detect all the significant residual correlations

and cross-loadings in one estimation without sequential model

modifications.
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Discussion

• Recently, we extented the lasso method to adaptive lasso

method in detecting cross-loadings.

• This package can only handle with continuous variables and

need to be extended to ordered categorical data.

• This package can also be extended to conduct bi-factor

models with its advantages in maintaining the positive

definiteness of covariance matrix.
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Thanks for listening!
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