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» Confirmatory factor analysis (CFA) is a commonly used
technique for studying theory-driven hypotheses regarding

observed and unobserved variables.

 The number of factors is assumed to be known a priori
and is thus treated as a fixed number in the estimation
procedure.

 The observed variables have zero loadings on all

factors except the appropriate ones, which are a priori
specified in the model.
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Suppose Y1, Vo, - - -, Ypare independent
random observations, and each y; =

Vi1, Yizr * *» Vip) " satisfies the following

factor analysis model:
vi=u+ANw;+¢; i=12, --,n,

where:
* [U:intercepts.

* A:factor loading matrix.
* w;: latent factors, “N[0,D].
* & ;: measurement errors, “N[O, V].
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> The residual covariance structure in the error terms across

all variables is not necessarily diagonal, but only a few of

the off-diagonal elements are bounded away from zero.

* In particular, these covariance terms are treated as
nuisance parameters : deviations from the theory-
driven factor model that need to be accounted for but

otherwise of little substantive interest(lp et al., 2004).
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» The Bayesian Lasso (Least Absolute Shrinkage and Selection

Operator) approach is implemented.

» The entire residual covariance matrix for all observed measures
are modeled as a sparse structure that contains only a few

covariance entries bounded away from zero (Pan, Ip and Dubé,

2017).
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» Provides a model that fits the researcher’s prior beliefs better than

IMIL.

» Avoids the post hoc guessing work regarding when to stop making
changes, especially when the Mls identify a large number of
potential changes to the CFA.

» Achieves model parsimony and maintains the positive definiteness

property of the covariance matrix.

O This methods can only deal with the continuous data with normal

distribution.
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» Most analyses of the model have been carried out under the

framework of confirmatory factor analysis with the
assumption that the observed variables are continuous and

have normal distribution.

» To satisfy the assumption, most subjects are required to
select intermediate options from all options.

» However, in practical applications, the histogram of most

variable is biased.
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» Assume a data set has such biased histogram:
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» The corresponding continuous measurements y (y~N[0,1]) are

unobservable. The relationship between y and the observable
variable: Fork=1,2,3,4, ap_1<y<ayg,
— 0 =)< a1 <Ay <3 <Ay =100

0.4

0.05/0.05
I i
—co=0p 1 =—1.65 op=—-1.28 0o3=0.0 Oy = o©
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» The corresponding continuous measurements y4, Vo, - - -, ¥, are
unobservable, and their information is given by ordered categorical
variables Z.

» The relationship between Y and Z is defined by a set of unknown

thresholds «;, as follows:

— ) |
21 Xy, <V =015 41,

Z=|:|if4

<
- L) - \ asﬂ':\' < ys S as9z.\'+1,

» where z is an integral value in {0, 1, .. ., bg}and ax={ak 1, ..., Akp,

In general, we set ai g = —, app, +1 = +©.
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> Each y; = (i1, Via,r * *, Vir )| satisfies the following factor analysis

model:

yi=u+Aw; +&; i=1,2,,n, y,~N[u', o?]

> Because i', o = aj are uncertain, models with ordered categorical

variables are not identified without imposing identification
conditions.

To solve this problem, the aj 1 and ay ,, should be fixed.
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For the structural parameters involved in p, A, and ®, the follow-

ing conjugate prior distributions are assigned (Lee, 2007). For k =

[

H ~ N([_Lo, Hﬂo), Ak ~ N(A()k, Hgk), (I’_l ~ \'\?iSllal‘t(Ro,po),
where AkT is the kth row of A; pg, Aok, po, and positive definite matri-
ces H,o, Hok, and Rg are hyperparameters whose values are assumed

to be given.

Ficd = D (fi ), A p, = d)*‘l(f,;bk),the following non-
informative prior distribution is used for other threshold:

pla) =plar ak,bk—l) o« ¢, Wwhere cis a constant.
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» The following Gibbs sampler algorithm and the Metropolis Hastings
(MH) algorithm for generating observations is proposed:

Generate Q from p(Q|a, Y, Z, u, \, ®, ¥);

Generate A from p(A|a, Y, Z, Q, u, ®, W);

Generate @ from p(®|a, Y, Z, Q, u, A, W);

Generate u from p(u|a, Y, Z, Q, ®, A, W);

S e e

Generate 5 from p(3|a, Y, Z, Q, u, O, A, t, A) and compute =5
* A block Gibbs sampler (Pan, Ip and Dubég, 2017).
6. Generate (a, Y) from p(a, Y|Z, Q, u, O, A\, W) .
 Metropolis Hastings (MH) algorithm (Lee, 2007).
e NI AYiIA @éY A%
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» The main purpose of these studies is to evaluate the parameter

recovery of the proposed CFA model.

» A data set was simulated based on the model specified in equation
(y; = u + Aw; + € ;). The number of observed variables set at p =
10 and the number of factors set at g = 2.

o

yl y2 y3 y4 y5 y6 y7 y8 y9 y10




SUN YAT-SEN UNIVERSITY

¢ =Rl ,?»” ° ° °
I ?Mﬁ l)tl-il'lll{"l‘}.\ﬂi\'l' OF&PSf’?H()I.()(ﬁ\' S I m u I a t I o n St u d I e S

» The true values of the structural parameters were set as follows:

1= (Uy, Uz, p10)" = (0.5,0.5,-::0.5)"

» The continuous measurements y, are transformed to ordered

categorical observations via with the following thresholds:
a, = (—-05,0.2,08,1.5). k=1,2,..,10.

» It was assumed that equation contained the following structure:

00 00 00 00 00 1.0 Xrm A A2 A102

AT:( 1.0 /\21 /\;;1 /\“ /\51 0.0 0.0 0.0 0.0 0.0 ) H— ( P11 Or
D9
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Simulation Studies

» It was assumed that equation contained the following structure:

» Two levels of sample sizes were used, N = 200 and N = 400.
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» Additionally, a sensitivity analysis regarding inputs in the prior
distributions was conducted by perturbing the prior input as follows:

* Perturbed Input I: The elements in iy and Ay were taken as 0.0,
and H,,o and Hyj were taken as diagonal matrices with all
diagonal elements equal to 4.0 in appropriate order. pg =6, Rg =

613, where I is an identity matrix, ayg = 1, and By = 0.01.

* Perturbed Input ll: The elements in iy and Agg were taken as
true value, and Hy,9 and Hgy were taken as identity matrices in
appropriate order. pg =3, Ry = 6I,, where I, is an identity matrix,
oo~ 1, and B}\O = 0.005.
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» It was observed that the algorithm converged in less than 1,000

iterations, as indicated by the EPSR values being less than 1.2.
» In the Bayesian approach, 5000 posterior samples of the
model parameters were recorded after 5000 burn-in iterations.
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» Based on 100 replications, the BIAS, SE, and RMS between the
estimates and the true values were computed.

» Bayesian estimates of the unknown parameters are generally accurate.
» The analysis results are not sensitive to how prior inputs are specified.

Perturbed Input | Perturbed Input [l

Par True BIAS SE RMS BIAS SE RMS

I 0.5 0.010 0.095 0.105 0.012 0.092 0.104
Uo 0.5 0.008 0.084 0.080 0.010 0.081 0.081
Uz 0.5 0.007 0.084 0.084 0.008 0.081 0.085
Uy 0.5 0.006 0.081 0.094 0.008 0.080 0.093
Us 0.5 0.006 0.080 0.081 0.005 0.079 0.082
Ug 0.5 -0.005 0.094 0.086 0.001 0.090 0.089
U7 0.5 -0.001 0.083 0.084 0.004 0.080 0.081
Ug 0.5 -0.013 0.080 0.086 -0.007 0.080 0.083
7 0.5 0.004 0.079 0.086 0.007 0.080 0.089
Hio 0.5 -0.011 0.078 0.096 -0.009 0.080 0.094
Asq 0.8 0.014 0.074 0.061 0.030 0.076 0.068
Az, 0.8 0.026 0.091 0.084 0.043 0.090 0.092
As4r 0.8 0.023 0.084 0.084 0.040 0.090 0.091
A5y 0.8 0.020 0.087 0.080 0.038 0.090 0.086
A72 0.8 0.014 0.074 0.069 0.031 0.076 0.077
Aga 0.8 0.030 0.087 0.088 0.050 0.091 0.099
Ags 0.8 0.015 0.083 0.091 0.032 0.089 0.097

Aoz 0.8 0.023 0.089 0.084 0.043 0.091 0.093
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» Bayesian estimates of the unknown parameters are generally accurate.
» The analysis results are not sensitive to how prior inputs are specified.

11 1.0 0.012 0.177 0.143  -0.041 0.165 0.141
©22 1.0 0.045 0.174 0.162  -0.013 0.170 0.154
@12 0.3 0.004 0.098 0.088  -0.011 0.092 0.084
P11 0.36 0.046 0.087 0.076 0.048 0.085 0.078
Yo 0.36 0.016 0.071 0.062 0.016 0.068 0.062
P33 0.36 0.003 0.074 0.070 0.003 0.070 0.070
Was 0.36 0.010 0.067 0.062 0.010 0.067 0.064
Pss 0.36 0.010 0.070 0.077 0.010 0.070 0.076
Wee 0.36 0.044 0.087 0.082 0.045 0.085 0.084
/- 0.36 0.028 0.071 0.073 0.028 0.070 0.073
Pes 0.36 0.008 0.071 0.075 0.007 0.071 0.075
Paoq 0.36 0.016 0.071 0.063 0.014 0.068 0.062

10,10 0.36 0.013 0.072 0.077 0.012 0.072 0.077
Y16 0.3 0.001 0.070 0.052 0.001 0.067 0.052
/- 03  -0.009 0.057 0.057  -0.009 0.055 0.057
Pss 03  -0.009 0.065 0.066  -0.009 0.063 0.066

Ys.10 0.3 -0.007 0.064 0.067 -0.008 0.064 0.067




SUN YAT-SEN UNIVERSITY

¢ HLREE « %% s = -
I -@'p’% Tl s Simulation Studies

> The result for N = 400 is similar to that for N = 200. For most unknown
parameters, the BIAS, SE and RMS reduced when sample size was
increased to N = 400.

Perturbed Input | Perturbed Input |
Par True BIAS SE RMS Par True BIAS SE RMS
Iy 0.5 0.010 0.095 0.105 1y 0.5 -0.002 0.066 0.068
Uy 0.5 0.008 0.084 0.080 Uy 0.5  -0.002 0.058 0.055
Uz 0.5 0.007 0.084 0.084 s 0.5 -0.004 0.057 0.062
Uy 0.5 0.006 0.081 0.094 e 0.5 0.001 0.055 0.066
Us 0.5 0.006 0.080 0.081 Us 0.5 -0.002 0.056 0.072
U 0.5  -0.005 0.094 0.086 Ue 0.5  -0.008 0.064 0.066
Uz 0.5  -0.001 0.083 0.084 Uy 0.5  -0.005 0.055 0.058
Ug 05 -0.013 0.080 0.086 Ug 0.5  -0.008 0.055 0.060
o 0.5 0.004 0.079 0.086 U 0.5 0.003 0.056 0.060
Hio 0.5 -0.011 0.078 0.096 Hio 0.5  -0.004 0.055 0.057
. 0.8 0.014 0.074 0.061 y 0.8 0.006 0.050 0.042
- 0.8 0.026 0.091 0.084 A3, 0.8 0.009 0.060 0.058
Ay 0.8 0.023 0.084 0.084 Aqs 0.8 0.001 0.060 0.056
b . 0.8 0.020 0.087 0.080 As, 0.8 0.014 0.050 0.065
Aqy 0.8 0.014 0.074 0.069 A7z 0.8 0.003 0.060 0.046
y - 0.8 0.030 0.087 0.088 Ag2 0.8 0.010 0.060 0.061
o 0.8 0.015 0.083 0.091 Agz 0.8 0.012 0.060 0.065

A102 0.8 0.023 0.089 0.084 4102 0.8 0.012 0.060 0.063
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» We analyzed a self-compassion measure with the data collected
from 363 participants. A 6-factor 26-item CFA model was
assumed.

» self-kindness (5 items), self-judgement(5 items), common
humanity(4 items), feelings of isolation(4 items), mindfulness(4

items) and identification with thoughts(4 items).

(1 A Ay B Mg @ 0 0 B WD 0 000 0 0 0 0 0 0
0 0 0 0 0 VA, d; 4, a0 0 0 0 000 0 00 0 0 0
|00 0 0 00 0 0 0 0 1Ay dyk,00 0 000 0 000 0 0
0 K 0 0 0 0% 0 ® 0 0 ¥ 0 0 VA AsAet 0 0 DD O D
00 0 0 000 O 0 00O 0 0 0 0 U KR R 8 0 W
0 0 0 0 000 0 0 000 0 00 0 0 0 0 0 0 0 1 A, Ay Ao
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» It can be seen that all factor loading estimates are statistically

significant and substantial in magnitude, and the correlations

between the factors were all significant.

Parameters est &2
A1y 1.009 0,087 A314 1021 0.126

A3 0.957 0.096 Ay 16 0.898 0.091

Ay 0.794 0.118 Aa7 0.755 0092 0. 682

Ay 0.752 0.110 A8 0.881 0,083 0.31% 0.8{6

/12:7 0.530 0.088 As20 0.880 0115 ¢ = |0-406 0.165 0.54]

0.265 0.603 0.203 0.737
0.483 0.272 0.372 0.268 0.584
0.235 0.557 0.144 0.516 0.271 0.633

0782 0.108
sy 0965 0113
depe 0811 0113
des 0893 0117
0882 0103

Ayg 0.647 0.089 251
oY) 0.679 0.087
23,10 0.695 0.093
2312 0.778 0.124
A313 0.783 0.134 X626
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» 21 or 6.5% significant item-pair errors were detected out of 325

(=C(26,2)) simultaneously by our proposed method.

> lteam 7: BRI EIER R, BE&FEEME DHEIR2 A IEKRFE
HE , Item 10: BB H O A SR, FREEREH DRES
TN —E, #ATEE.

» This method also circumvents the problem of having to handle
correlated error terms sequentially in traditional post hoc

modification approach.
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» By treating the ordered categorical data as observations that are

coming from a hidden continuous normal distribution with a
threshold specification, the proposed method extends the
Bayesian Lasso CFA in Pan, Ip and Dubé (2017).

» The simulation studies and real data analysis show that Bayesian
estimates of the unknown parameters are generally accurate.

The analysis results are not sensitive to how prior inputs are

specified.
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» The proposed method here can also be extended to handle

Bayesian Lasso CFA with mixed continuous and ordered

categorical variables.

» Due to the similarity of CFA with ordered categorical data and

ltem Response Theory (IRT), the proposed methodology has

potential to deal the local dependence problem in IRT analysis.




7 ik 325 K
T

DEPARTMENT OF PSYCHOLOGY

SUN YAT-SEN UNIVERSITY



